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Abstract: 

Deep Learning (DL) techniques have successfully solved many Artificial Intelligence (AI) applications 

problems. However, owing to topologies with many hidden layers, Deep Neural Networks (DNNs) have 

high computational complexity, which makes their deployment difficult in contexts highly constrained by 

requirements such as performance, real-time processing, or energy efficiency. Numerous 

hardware/software optimization techniques using GPUs, ASICs, and reconfigurable computing (e.g., 

FPGAs), have been proposed in the literature. With FPGAs, very specialized architectures have been 

developed to provide an optimal balance between high speed and low power. However, user 

requirements and hardware constraints must be efficiently met when targeting edge computing and IoT 

applications. Furthermore, deployment of such FPGAs architecture requires strong skills in both 

hardware and software domains. In this context, we propose an automated framework for the 

implementation of hardware-accelerated DNN architectures. Based on a high-level Python interface that 

mimics the leading DL software frameworks dedicated to GPUs, this framework provides an end-to end 

solution that facilitates the efficient deployment of topologies on System-on-Chip (SoC) based FPGAs 

accelerator by combining custom hardware scalability with optimization strategies. To do this, our design 

methodology covers the three main phases: (a) customization: where the user specifies the 

optimizations needed on each DNN layer through Python interface, (b) generation: the framework 

generates on the Cloud the necessary binaries for both FPGA and software parts, and (c) deployment: 

the SoC on the Edge receives the resulting files serving to program the FPGA and related Python libraries 

for user applications. Cutting-edge comparisons and experimental results demonstrate that the 

architectures developed by our framework offer the best compromise between performance, energy 

consumption, and system costs. For instance, the low power (0.266W) DNN topologies generated for the 

MNIST database achieved a high throughput of 3,626 FPS. 
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